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ABSTRACT

We use four geodetic satellit e systems (GPS ERS, RADARSAT, and SROT) to measure
the permanent deformation field produced by the 1zmit earthquake of August 17, 1999 The
emphasis is on measurements from interferometric analysis of synthetic gperture radar
(INSAR) images acquired by ERS and RADARSAT and their geodetic uncertainties. The
primary seismological use of these dataisto determine earthquake source parameters, such as
the distribution d dlip and the fault geometry. After accourting for amonth’s post-seismic
deformation, tropospheric delay, and abital gradients, we use these data to estimate the
distribution o dlip at the time of the 1zmit mainshock. The different data sets resolve different
aspeds of the distribution o dlip at depth. Although these estimates agree to first order with
those derived from surface faulti ng, teleseismic recordings, and strong motion, careful
comparison reveds differences of 40% in seismic moment. We asume smocth
parameterization for the fault geometry and a standard elastic dislocaion model. The RMS
residua scdter is25mmand 11mmfor the ERS and RADARSAT range dhanges,
respedively. Our estimate of the moment from ajoint inversion d the four geodetic data sets
is Mo = 1.84x 10%° N.m, amoment magnitude of M, = 7.50. These values are lower than
other estimates using more redi stic layered earth models. Given the differences between the
various models, we anclude that thered errorsin the estimated slip dstributions are & the
level of 1 meter. The prudent geophysicd conclusionisthat co-seismic slip duing the [zmit
eathqueke tapers gradually from approximately 2 m under the Hersek Deltato 1 m at apoint
10 km west of it. We infer that the Y alova segment west of the Hersek Delta may remain

cgpable of significant dlip in afuture eathquake.
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INTRODUCTION

The Izmit earthquake of August 17, 1999was the first earthquake to generate aco-seismic
displacement field measured by four geodetic satellit e systems. GPS ERS, RADARSAT, and
SROT. As such, it provides aunique oppatunity for calibrating the INSAR measurements and
estimating the earthquake source parameters. In view of the intense interest in this eathquake,
we consciously seek to complement, rather than dupicae, previous work. Reili nger et al.
(2000 use the GPSdata to measure and model both co-seismic and past-seismic deformation
for the 1zmit event. We concentrate onthe m-seismic dlip, leaving the detail ed analysis of the
post-seismic deformationto ather studies (Burgmannet al., 2002 Ergintav et a., 2002 Hearn
et a., 2003. The same GPSnetwork later cgptured the m-seismic deformation for the
November 12 Duzce earthquake (Ayhan et a., 2001 Birgmannet a., 2003. Here, we
consider only the Izmit event. Using four different ERS interferograms, Wright et al. (2001)
estimate the fault geometry and the dlip distribution, including slip triggered ontwo secondary
faults. Inverting the ERS-2 interferogram, strong-motion aacel erograms and teleseismic
seismograms (separately and jointly), Delouis et a. (2002), estimate the slip dstributionin
bath time and space Buchonet al. (2001) solve the same problem using the strong-motion
only, while Y aki and Kikuchi (2000) use bath the strong-motion and teleseismic recrdings.
Concentrating on the geodetic data only, we add the RADARSAT measurements and the
SROT correlation map calculated by Vadonand Massonnet (2000 to the ERS and GPSdata
sets. Taken together, these data measure six diff erent comporents of the static co-seismic
displacement field (Figure 1). In ou inversions, we do nd allow the dlip dstributionto vary
in time. We do, havever, admit the posshili ty of systematic errors, such as tropospheric
artifads and orbital gradients, in the interferograms.

The surface rupture caused by this earthqueke has been mapped in the field (Barka, 1999
Barka d@ al., 1999 Cemen et a., 2000. We complement the preliminary surfacerupture map
with atracedigitized from the correlation d two opticd SPOT satellit e images (Vadon and
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Massonret, 2000 as well asthe rrelation d two ERS radar backscatter (“amplitude”)
images (Sarti et al., 200Q. The mnwventiona epicenter appears as dar in Figure 1.

One of the underlying motivation for all these studiesisto evaluate the seismic hazard near
Istanbu. Using Coulomb theory to cdculate stresstransfer, Hubert-Ferrari et al. (2000),
Parsons et a. (2000, and Hearn et a. (2002 find that the Izmit earthquake increased the
likelihood d eathquekes at both ends of the rupture trace Y et these cdculations rely heavily
onreliable determinations of the source parameters, particularly the fault geometry and the

dip gradient. This snsitivity motivates usto find robust estimate for these parameters.

TYPESOF GEODETIC DATA

GPS displacement vectors

We use the GPSdisplacanent vedors pulished previously by Rellinger et al. (2000 These
authors estimated them using data from a GPSnetwork of continuows gations and survey-
mode benchmarks established prior to the eathquake (Ayhan et al., 1999 McClusky et d.,
200Q Straubet d., 1997 Yacinet d., 1999. Five continuows GPSstations were operating
prior to the Izmit earthquaeke within the m-seismic deformation field. Fifty-one GPSsites
were re-surveyed within two weeks of the 1zmit main shock to measure @-seismic
displacements (Ergintav et al., 2003.

Reili nger et a. (2000 analyzed the GPSdata foll owing standard procedures using the
GAMIT/GLOBK GPSprocessng software (Herring, 1991 King and Bock, 1997 as
described elsewhere (McClusky et a., 2000. To estimate m-seismic displacenents, Reili nger
et a. (2000 used asimple, linea-in-time model for elastic strain accumulation to extrapolate
the pre-quake measurement of station pasition to the instant just before the Izmit event.
Similarly, they used the dastic model for post-seismic after-dlip to extrapdate positions
measured after the earthqueke badwards in time to the instant just after the main shock. The

result isaset of “instantaneous’ co-seismic displacement vedorsfor August 17.In principle,
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they include no past-seismic deformation. These @rrected measurements of the eat, narth,
and upcomporents of displacements at 48 stations form the 144 dita pointsin data set G (for
GPS. The measurement errors include the uncertainties in the rates. The measurements and
their uncertainties are avail able a an electronic supdement onthe Internet at

www.sciencemag.org (Reilinger et al., 20).

INSAR range changesfrom ERS-1

Although GPSrerds three @mponrents of the @-seismic displacenent vedor u of a
benchmark, INSAR records only the cmmporent along the line of sight between the satellit e
and gound pant. The line of sight between the paint on the groundand the radar satellite in
the sky defines the unit vedor s. For the ERS-1, its east, nath, and upvard comporents are
-0.371,-0.087,+0.925,respectively at the guicenter. The change in range Ap or the distance
measured along the line of sight between the satellit e and ground pant isAp=—u «s. Note
that the sign conventionis such that an upwvard movement will produce apasitive value of u
s and anegative value of Ap (i.e., adeaeasein range). Consequently, apurely horizontal
east-west displacement of | u | = 75Smm at the epicenter will produce arange change of Ap of
one 28-mm fringe in the interference pattern.

In aur inversions, we @nsider only the 35-day coseismic ERS-1 interferogram, i.e., the
phase diff erence betweean images aaquired onAugust 12 (orbit number 4222) and on
September 16 (42730. It isthe best avail able m-seismic interferometric pair, as previously
described by Reili nger et al. (2000. They pulished it astheir Figure 5A.

Our interferograms were cdculated using the same raw SAR data from the European Space
Agency (ESA), the same DIAPASON software (CNES, 1997, and the same digital elevation
model (DEM) calculated from ERS tandem pairs (Fielding et al., 1999, the samefiltering
algorithm (Goldstein and Werner, 1998B) as used by Wright et a. (2001). Their ERS-1
interferogram differs from ours only in width, arbital parameters, and the fringe points

sampled by manual unwrapping. In contrast, Delouis et a. (2002 use the ERS-2
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interferogram, the ROI_PAC software and automatic wrapping, to buld an INSAR data set
for inversionin combination with strong motion recordings and tel eseismic seismograms.
Armijo et a. (1999 and Cakir et al. (2001) aso consider the same August 12 —September 16
interferogram, adding surface rupture data and geomorphdogicd observations. Despite their
simil ariti es, the numerous versions of the few usable @-seismic interferograms for the 1zmit
mainshock differ inimportant ways that we can use to infer the nature of the uncertainty
budget for INSAR measurements.

Before using these interferograms to estimate the source parameters of the [zmit
eathquake, we must understand them, bah qualitatively and guantitatively. Thoroughly
addressng theseisaues in an uncertainty budget is the primary geodetic objedivein this
paper. First, we interpret the interferogram qualitatively to understand how diff erent effects
contribute to the fringe pattern. Many instructive examples appea in review papers by
Massonret and Feigl (1998, Madsen and Zebker (1998) and Birgmann et al.(2000. The
mathematica detall s appear in ancther review (Bamler and Hartl, 1999. For the Izmit
eathqueke, the most important effeds involve the time interval, topographic relief, orbital
trgjedories, and tropaspheric refraction, apparently in combination.

The ERS-1 interferogram spans atime interval ending 29 days after the main shock. We
asume that thisinterferogram contains up to 20mm of paost-seismic range dange, based on
the post-quake GPSmeasurements and past-seismic modeling (Relli nger et a., 20®). There
are & least two passble gproaches to resolve the discrepancy in time interval between the
GPSand INSAR measurements. The simplest approacd isto neglect the diff erence, assuming
that ERS interferograms record essentially co-seismic deformation, as do Delouis et al.
(2002, Armijo et a. (1999, and Cakir et al. (2007). Our approad uses a 1-fault post-seismic
dlip model to predict the first 29 days of paost-seismic deformation (Reili nger et a., 200Q.
These “corredions’ are then subtraded from the ERS-1 measurements to oltain a “purely co-
seismic” set of range dhanges pertaining to the instant of the mainshock rather than an interval

of time.
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The arrelationin bah interferogramsisfairly good ouside the agricultural areasin the
valley floor because the temporal separationisonly 35 days. Thus changesin the ground
cover are small.

In addition, the separation between orbital tragectories was minimized in an orbital
maneuver foll owing the Izmit mainshock. Rather than adjust the satellit € s velocity to foll ow
its nominal trgjedory, ESA’s European Space Operations Center used their regularly
scheduled maneuver in September to match the August trgjedories. Such arapid resporsein
an operational satellit e system is laudable and requires excdlent lines of communicaion
between the seismologicd community and the space agencies.

Asaresult of the small orbital separation, the ERS interferograms are fairly insensitive to
topagraphy. To quantify the topographic efect, we use the dtitude of ambiguity h, defined by
Massonret and Rabaute (1993 as the shift in altitude needed to produce one topographic
fringe. For the ERS-1 interferogram, its value is hy = 336 m at the epicenter. Even if
Fielding's DEM contains errors of the order of £ ~ 50 m, they would produce aphase aror of
only €/hy ~ /8 fringe or 4 mmrange in the ERS-1 interferogram. As aresult, we can safely
negled the eff ect of topogaphic arorsin the ERS-1 interferogram.

Shortcomings in modeling the orbital trgjedories can still | eave small artifadsin the
interferograms. Our experiencewith the preliminary “ORRM” trgjedories leads usto exped
severa orbita fringes (~100mm in range) acdossa 100 km scene, for a propational error of
~10"°in therange change measurements. This error usually appears as a gradient, or planar
fringe ramp in the interferogram. In most cases, these artifactual “orbital” fringes run roughly
parall € to the satellit € s groundtradk, striking more north-south than east-west. To avoid
orbital errors’ biasing our estimates, we admit a gradient in the interferogram. Thisinvolves
adding two nusance parameters to the estimation procedure: an esstward derivative d(Ap)/ox
and nathward derivative d(Ap)/dy. These goply only to the INSAR data. We estimate two
such gradient parameters for the ERS-1 data set and two more for the RADARSAT data set.
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Tropospheric atifacts also contaminate the ERS-1 and ERS-2 interferograms, as we have
argued previoudly (Reilinger et al., 200Q. Since the interferometric fringes “hug’ the
topagraphy like cntour lines, they may be caused by the interplay between tropaospheric
layering and topographic relief. These atifacts can exceal 50mm in range, as apparent in a
comparison d the ERS and GPSestimates of co-seismic range dhange (Figure 2, discussed
below). Artifacts of this sze ae dso corrobarated by estimating tropospheric delay
parameters from the two GPSrecavers operating at the time of the ERS-1 passes (note 46in
Reilinger et a., (2000), comparing independent ERS-1 and ERS-2 interferograms (Figure 7
in Reilinger et a., (2000), and a 1-day interferogram acquired before the mainshock (Figure
3).

Separating the tropospheric noise from the deformation signal can be very difficult,
particularly when bah are arrelated with topographic relief (e.g., Rigo and Masnnet,
1999. Inded, variations in the refractive index of the tropasphere remain the dominant
sourceof error in the INSAR tedhnique (Goldstein, 1995 Hanssen, 1998 Hanssen, 2001
Massonret and Feigl, 1995 Rosen et al., 1996 Tarayre and Masonret, 1996 Zebker et d.,
1997). The hugging effea was first observed as ®vera concentric fringesin a 1-day
interferogram on Mourt Etna (Beauducd et a., 200Q Delacourt et al., 1998 Massonret et dl.,
1995. One can recognize this subtle dfect using pair-wise logic (Masonret and Feigl, 1995
or using a DEM and local meteorologicd observations (Delamurt et a., 1998 Williamset d.,
1998.

To mitigate the eff ect of the tropospheric artifads on ou estimates of the @m-seismic dlip
distribution, we impli citly assume auniform troposphere. We then estimate the (negative)
correlation between tropospheric delay aong the radar line of sight and the topographic
elevation. Asafree ‘nuisance” parameter in ou estimation procedure, this “topo-tropd’ scae
fador applies only to the ERS range changesin the E data set. This parameterization dffers
dightly from the layered tropospheric model employed by Beauducd et al. (2000. Our

approacdh adds only one freeparameter to the inversion. Theirs adds one parameter per
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tropaspheric layer. Y et neither approach all ows horizontal variationsin tropaspheric delay.
Such variations could contribute, however, to the horizontal gradients we estimate to account
for orbital errors. The esential point isto reducethe trade-off between the nuisance
parameters and those of interest in the fault model.

To usethe radar interferograms as datain an inverse problem requires an urambiguous
measurement of the range change, which implies “unwrapping” the interferogram. For the
Izmit interferogram, we simply court and dgiti ze the fringe pattern. Althoughtedious, this
technique avoids errors because the human eye is very goodat foll owing colored fringes, even
where they are naisy. It also recognizes areas where the fringes beaome too nasy to court. On
the other hand, Delouis et a. (2002 were aleto unwrap their interferogram using an
automatic procedure to sample the deformation field onaregular grid.

Even unwrapped, radar range dhanges are still only relative measurements. To make them
absolute, we must identify the fringe correspondngto zero deformation. In our joint
inversions, we do this by estimating additive mnstants. Like Delouis et a. (2002), we must
estimate two such parameters: one on the north side, and ancther on the south side of the fault
tracebecaise we canna follow an interferometric fringe the acrossthe fault. The radar
correlation lreaks down in the Gulf of Marmara and the aultivated vall ey floor including the
fault trace. Consequently, the diff erence between these two nusance parameters trades off

amost perfedly with the total dlip onthe fault unlesswe include GPSvedorsin the inversion.

INSAR range changesfrom RADARSAT

We dso consider aRADARSAT interferogram that reades from the epicenter to Istanbu.
Shown in Figure 4, it is the phase difference between images acqquired onAugust 16 (orbit
number 19731 and onOctober 3 (20417. The dtitude of ambiguity h, for this pair is46 m.
Both images were acquired in descending passes using standard mode in swath 7 with an
incidence angle between 44°and 49°from vertical. The unit vedor s along the line of sight

between the point on the groundand the RADARSAT satellit e in the sky has east, nath and
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upward components of 0.694,0.114, 0.711respedively at the goicenter. Thisvedor formsan
angle of 66° with the ERS unit vedor. Consequently, arange change Ap of one 28-mm fringe
in the RADARSAT interference pattern correspondsto | u | = 40 mm of purely horizontal
east-west displacement at the epicenter.

To cdculate this interferogram, we foll owed essentially the same procedures as for the
ERS-1 data. Orbital information can be extraded from the header file or requested from the
Canadian SpaceAgency or Radar Sat International prior to ardering. The state vectors are
given every 8 minutesin an inertial reference system, starting at the eguator. One file wntains
15 such samples, spanning slightly more than one orbital cycle. Using a Hermitian spline, we
interpolated the orbits to 1 minute sampling intervalsin aterrestrial referenceframe for inpu
to the DIAPASON software.

Sincenore of the RADARSAT fringes crossthe fault, their abili ty to resolve fault slip is
limited. For the R data set, we use 159 dgiti zed values on the northern side of the fault only,
where the m-seismic RADARSAT fringes extend well beyondthe eldge of our ERS-1
interferogram. Consequently, asingle freeparameter suffices to determine the cnstant value
to be alded to the range dhanges. In addition, we estimate threegradient parameters for the R

data set, asfor the E data set.

Correlation of two optical images acquired by the SPOT satellite

It isalso passhbleto deted (large) co-seismic displacements by correlating two ogticd
images. The “lag” vedors estimated between correspondng cell s of a pre-quake and a post-
guake image measure the horizontal componrents of the @-seismic displacement vector field
with sub-meter precision and sub-hectometer resolution (Crippen, 1992 Crippen and Blom,
1992 Vadonand Masoonret, 200Q Van Puymbroed et al., 2000Q. To capture the 1zmit
eathqueke of August 17, we correlate optical images aayuired by the SPOT4 satellit e on July
9 and the SPOT2 satellit e on September 16 (Vadonand Masonnet, 200Q. After anti-aliasing

resampling, the result is a measurement of the off set between the two images at each 20-meter
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pixel where the correlation succeeds. In this case, lines of the SPFOT images are dmost

paral e to the fault, so we use only the offset in image alumns to determine the horizontal
comporent of displacement in the diredion S77°E. In ather words, this data set measures the
projedion d the displacement field along the horizontal unit vedor with east, nath, and
upward components [+0.974, —0.225, j0 respedively.

The two images were acquired in very similar geometric configurations with asmall angle
between their viewing vedors. Nonetheless the arrelation map still shows the df ects of
dight differences in spacecraft position and sensor attitude. These we model empirically with
abiquadratic padynomial fit. After median filtering with a 100 m —by- 100 m window, we
map the measurements into cartographic coordinates using an affine transformation (Figure
5). This map shows a discontinuity correspondng to the traceof the surface rupture mapped
between the eat end of the Bay at 1zmit and Sapanca Lake. The mean off set between two 5-
by-20-km blocks on oppaite sides of the fault is4.60+ 0.24m. After median filtering with a
2-by-2-km window, we retain 148values astraced in Figure 6 in the S(for SPOT) data set.

We rrect them for 35 days of post-seismic deformation, as for the ERS data.

Correlation of two SAR backscatter images acquired by the ERS satellites

A similar correlationtechnique dso appliesto SAR images. By correlating two Single Look
Complex (SLC) SAR amplitude (“backscater”) images acquired at different times, Michel et
al. (1999 measured ground dsplacements for the Landers earthquake. Their result is “a two-
dimensional displacement field with independent measurements every abou 128 m in
azimuth and 250m in range. The acuracy depends onthe characteristics of the images. For
the Landers test case discussed in the study, the 1-o uncertainty is 0.8 m in range and 0.4m in
azimuth” (Michel et d., 1999. Furthermore, these authors claim that “this measurement
provides amap of major surfacefault ruptures acairate to better than 1 km and an information
on co-seismic deformation comparabl e to the 92 GPSmeasurements avail able. Although less

acarate, thistedhnique is more robust than SAR interferometry and provides a
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complementary information sinceinterferograms are only sensiti ve to the displacement in
range” (Michel et a., 1999.

For Izmit, howvever, Sarti et a. (2000 find lessacarrate results. Using multiple scdes for
their correlation cdls, they find the range componrent of the m-seismic displacanent with a
scdter in excessof ameter. Indeed, it is difficult to dscern even the traceof the fault in the
map of ERS range offsets (Figure 7). Consequently, we do nd include these datain ou

inversion.

The standard elastic half-space model

To explain the observed co-seismic deformation, a simple model of adislocaionin an
elastic half space provides a good approximation. Okada (1985 derives the expressons for
the @-seismic (permanent) displacement u at the Earth’s surface caised by afault at depthin
closed analytic form. Here we follow Okada’'s (1985 natation, asin Feigl and Dupré (199).
To describe asingle fault element (also called a “sub-fault” or “patch”) asadislocaion
requires ten parameters. The fault patch has length L and width W. The slip onthe fault plane
isavedor U with three momporents, U1, Uy, and U3. The paosition coordinates of the fault
patch are E, N, and d, taken pasitive east, nath, and dovn. The @imuth a gives the strike of
the fault, in degrees clockwise from north. Finally, an olserver fadng along strike shoud see
the fault dip at d degreesto hisright.

In ead of our solutions, the only free parameters in thismodel are the dong-strike
comporents Uy of the dlip vedor at each element. The other nine parameters are held fixed to
their prior values for each el ement. These fixed parameters incorporate several important
asumptions: adoulde coupe medhanism (U3 =0), pure, horizontal strikedlip (U1 =0), a
verticd fault (6= 90°) rupturing from the surfaceto d = 21 km depth, and atrace
approximating the mapped surface rupture (Figure 8).

The standard Okada model assumes that the Earth's surfaceisflat, correspondng to the
boundng plane of the dastic half space. The Lamé wefficients A and u spedfy the dastic
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medium. For simplicity, we assumethat A = u, so that these parameters drop ou of the
expressons for surface displacement. Such a medium, call ed a Poison solid, haes a Poison's
ratio of 1/4. We asume the shear moduus u = 30 GPa (Feigl, 200J). Our assumptions differ
dightly from thase in ather studies. Delouis et al. (202) assume u = 33GPa, while Wright et
a. (2000 asuume u = 34.3GPa and A = 32.2GPa, implying a Poison’'sratio of 0.242.

ESTIMATION PROCEDURE

We seek to estimate two types of quantities: slip values onindividual fault patches and
nuisance parameters, such as gradients and dfsets, needed to account for unmodeled
systematic erorsin the data sets. To estimate these parameters using least squares, we use a
singular value decomposition (SVD) algorithm (Anderson et a., 1992 Menke, 198). To
avoid spurious values typicd of an oscill atory solution, we gply a smoothing operator. It
minimizes the second spatial derivative (discrete Laplacian) of the slip distribution (Segall
and Harris, 1987. We chocse the weighting for this snoothing constraint by evaluating the
trade-off between roughnessand misfit and then use the same value for all data sets. We
seled aweighting that is rough enough to resolve some detail, but smooth enough to inhibit
badkwards (left-lateral) slip. Thisway, we nead na apply additional smoaothing by truncating
the singular values.

One avantage of the SVD procedure isthat it provides an estimate of the uncertainty of the
estimates in the form of an a pasteriori standard deviation d each model parameter. Thiswe
guae withou multi plying by the normalized RM S for the solution.

One disadvantage of the SVD approach isthat it all ows badkwards dip, i.e. left-lateral dip
in ou case. A symptom of poa resolution, this artifad tendsto occur at the ends of the faullt,
and at depth. To avoid it, weimpaose 0 £ 1 mm of dlip at the ends of the faults and onthe
patches in the 18-21 km depth range. In the final, joint ERGS solution, orly 18 patches have
more than 0.2m of |eft-lateral dlip.
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DETERMINING THE UNCERTAINTIESIN THE DATA

In solving thisinverse problem, we exped to find a more reli able solution and a better
estimate of the uncertainties if we @rredly weight the different data sets (e.g., Barrientos and
Ward, 1990 Holdahl and Sauber, 199). In ou case, we asume adiagonal covariance
matrix. We will determine the gopropriate standard deviations, and thus the relative

weighting, for the E, R, and S data sets by comparison with the G data set.

Data covariance matrix for GPS displacement vectors

Asabasisfor comparison, we aume that the GPSuncertainties determined by Reili nger
et a. (2000 are oorrect as puldished for the stations observed during survey campaigns. The
standard deviations of the coseismic displacement vedor at atypicd benchmark ranges from
3 to 5mmfor the horizontal comporents and from 10to 20mm for the verticd comporents.
At the continuows GPSstations (TUBI, DUMT, KANT, MERT, and MADT), we asgn
standard deviations of approximately 3 mm for the horizontal comporents and 10mm for the
verticd componrents. We neglect the correlations between the ammporents as well as any
correlations between stations.

To verify these uncertainties, we evaluate the residuals obtained by fitting adislocaion
model to data set G alone. Their scatter is greater than expeded. The RMS scater in the
residualsis 32 mm, 23mm, and 55mm for the eat, narth, and verticad components,
respedively (Table 1). We dtribute most of the misfit to deficiencies in the model, as we shall
discussbelow.

To avoid confli cts between the verticd comporents of the GPSdetermined vedors and the
mostly verticd ERS range changes, we have multi plied the standard deviations by a factor of
10for the vertica comporents at nine GPSsurvey benchmarks: KTOP, KANR, YUHE,
KDER, SEYH, SMAS, SISL, SILE, and KUTE. Most of them are within 10 kn of the fault

trace Many of them disagreewith the ERS estimates in range.
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Measurement uncertainty for ERS range changes

We compare the INSAR range dhanges with the projedion d the GPSvedors along the
ERS radar line of sight (Figure 2). Compared to the GPSestimates, the RMS differenceis 30
mm and 42mm aong the radar line of sight for the ERS-1 and ERS-2 interferograms,
respedively. To find the standard deviations og for the GPSrange determinations, we
propagate the individual GPSuncertainties through the projection orto the radar line of sight.
These uncertainties appeas as verticd error barsin Figure 2. Of course, we can make this
comparison ony at those points which med three condtions: (1) pre-quake GPSobservation,
(2) post-quake GPSobservation, and (3) fall in a wherent part of the -seismic
interferograms. Only 17 pants med these cndtions for our co-seismic ERS-1 interferogram
at 1zmit. By focussng the raw images all the way to the last illuminated pixel, Wright et al.
(2007 were aleto extendtheir interferogram by 15 km to locate seven additional paints,
confirming a scater of several centimetersin range. At Landers, the same type of comparison
at nine points foundan RM S discrepancy of 34 mm in range between ERS-1 and the dual -
frequency co-seismic GPSmeasurements (Masonret and Feigl, 1998 Masnret et dl.,
1993. Although such comparisons are painstaking, they can reveal blundersin the recordings
of the GPSantenna heights. By using independent GPSmeasurements for cdibration, these
comparisons presumably yield the acarracy of the ERS range dhange measurements,
including any systematic effeds, bu excluding the alditive mnstant.

On the other hand, some of the discrepancy must be due to errors in the GPS measurements.
Indedd, the ERS — GPSdiff erence excealds 100mm in range & five paints not shownin
Figure 2 (SISL, KDER, GLCK, KUTE, and SMAS). At DERB, the ERS — GPSdifference
excedls 3 standard deviationsin range. After omitting these points and removing alinear
trend, we find an RM S difference of 27 mm between the ERS and GPSestimates of range
change. By asggning astandard deviation d oz = 22 mm to the ERS range dhange

measurements, we can explain the scater. The histogram of the ERS-GPSdiff erences
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normalized by (os” + 0&%)? looks like anormal distribution (Figure 2). In this case, the
X statistic normali zed by the degrees of freedom f is unity. Accordingly, we assgn a standard
deviation d 22 mm fto al the ERS range dhange measurements in the E data set.

To confirm our value for the measurement uncertainty, we invert the ERS measurements in
the E data set aone. The residual range dhanges have an RM S scater of 23mm. This
solution, including five free nuisance parameters (two additive mnstants and threegradients),
iscdled solution E,, in Table 1. It effedively uses the dislocation model as an empiricd “best
fit” to describe the data.

Y et we know very littl e dbou how these measurements are @rrelated with ore another. As
afirst approximation, we asumed the ERS measurements to be independent and set the E

data mvariance matrix to be diagonal, that is (22 mm)? times the i dentity matrix.

M easurement uncertainty for SPOT offset maps

A priori, we asume avalue of 63 cm for the standard deviation for a SPFOT measurement,
after averaging on a 2-km square pixel. We have determined this value from the residuals
obtained by fitting a dislocaion model to the union o data sets G and S(Table 1). In this GS
solution, havever, we dso estimate one nuisance parameter — the alditive constant. The
RMS scatter of the SPOT residuals in the GSsolutionis 636 mm. Similarly, in the S,
inversion d the S data set alone, we find an RMS residual scater of 615mm.

Thislevel of uncertainty is higher than we expeded based onanull cdibration. Applying
the same technigue to two images of the same groundscene taken at the same time by nearly
identicd instruments, we have foundtypicd RMS scaters of 20 —30cm in the estimates of
off set. In the Izmit case, bath temporal decorrelation ower the two months between aqquisition
epochs and the dlight diff erence in the spectral bands of the two instruments are likely to
increase the measurement uncertainty. Our uncertainty is also higher than the “aacuracy of
~20cm” Van Puymbroeck et a. (2000) foundat Landers by comparisonto an elastic

dislocation modd!.
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Asfor the ERS data, we know very littl e dout how the SPOT off set measurements are
correlated with ore ancther. As afirst approximation, we asume that the filtered values are
independent, because they sample the displacement field on pofiles 2 km apart. Thus, we
take the mvariance matrix for the Sdata set to be the identity matrix times (630mm)?. Asa
consequence, the SROT observations cary very littl e weight (compared to the G, E, or R

measurements) in the joint inversions.

INVERSION RESULTS
Table 1 summarizes the solutions in terms of residual statistics and moments.

GPS alone

Figure 9 shows the dlip distribution estimated from the GPSdata by Reili nger et a. (2000,
asaming the 6-segment fault geometry shown in Figure 8a. The dharaderistics of this dip
distribution are: (1) apeak of over 5 m of slip near Golcuk some 25+ 5 km west of the
hypocenter, (2) apedk of over 5 m of dlip in the West Sapancasegment 10 km east of the
hypocenter, (3) apedk of over 4 m of dlip east of Sapanca, some 38 km east of the hypocenter,
(4) lessthan 4 m of dip some 43+ 5 km west of the hypocenter (under the Hersek Delta),
deaying to lessthan O0m some 50 km west of the hypocenter, (5) apronourced gap with no
resolvable slip between the East Sapanca and Karadere segments 50 and 60 kn to the eat of
the hypocenter, (6) maximum dlip at shallow (9 = 3 km) depths, (7) shallow dlip lessthan 3m
onthe Karadere segment between 70 km east of the hypocenter, gradually decaying to less
than 1 m some 80 km east of the hypocenter, (8) agap with lessthan 2m of dlip between the
West Sapanca and East Sapanca segments 20to 30 kn east of the hypocenter, and (8) agap
with lessthan 2m of slip from 3to 10 km west of the hypocenter, between the West Sapanca

and Golcuk segments.

The effect of geometry
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One drawbadk of the 6-segment fault model is the large displacementsit predicts near the
fault tips. Imposing ano-slip boundry condtion mitigates this problem, at the expense of
redism at step-overs, such as the right-stepping extensional jogs at Golcuk (near Kil ometer —
7) and Hersek.(nea Kilometer —34).

Ancther drawbadk of a piece-wise linea geometric parameterizationis that the modeled
fault segments can fall too close to geodetic measurements in the nea field. Thiswill | ead to
an owerestimate of slip onthe fault patch nearest to the measurement point. Although this
issue aisesfor the GPSbenchmarks only at GLCK, KDER, SISL, OLU4, and SMAS, it
beoomes crucial for theimaging pixels. For example, the ERS fringes come within 5 km of
the fault trace & its western termination rea the Hersek delta. Similarly, bah the SFOT and
the ERS measurements are within 2 km in the hypocentral segment between Izmit and Lake
Sapanca

To minimize these problems, we dhocse another, smoother geometric parameterization for
the fault trace that passes as close & possble to the mapped surfacerupture (Figure 8b). It
also includes the Mudurnu Vall ey fault segment and the 1znik fault segment, where Wright et
al. (2007 infer small amourts of triggered slip.

Using this snoath geometry with the GPSdata done, we find adlip dstribution that retains
the esential charaderistics of Figure 9 from Reili nger et a. (2000. For example, Figure 10a
shows that the slip at the western end of the fault dropsto lessthan 2m at apoint 40 km west
of the hypocenter (below thetip of the Hersek delta) andto lessthan 1 m some 13 km to the
west, aroundKil ometer —53 km.

Compared to Reili nger et al. (2000), the main differenceisthat our bottom boundary
condtion pohibits dip below 18 km. Our smoaothing constraint appearsto be stronger than
theirs becaise it causes a stegoer gradient and more dlip at the maxima. The notable
differencesin the dlip dstribution are that: (1) the maximum slip valuesincreaseto 7m, 6 m
and 5m at the threepe&ks, (2) the dlip pedks are deeper at 6—-12 kn depth rather than 0—6 km

that the centroid moves downward to 11 km depth, (3) the moment increasesto My = 1.84x
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107° N.m, and (4) the slip gap narrows between 50and 60km east of the eicenter, as the fit
improves in the nea-field GPSdata & SISL and SMAS. The backwards |eft-lateral slip in this
gap appears to be adesperate dtempt to fit the GPSvedor at KDER, orly 1 km from the fault
trace Herein the near field, ou elastic dislocaion model is adrastic smplification.

The smooth geometry provides a better fit than dces the 6-segment geometry. The misfit in
the north componrent of the displacement vectors decreasesto 23mm from 33 mm in residual

RMS scater. We use this snooth geometry for subsequent inversions.

ERSrange change data only

Using the E data set, we perform two solutions. Thefirst, with the 5 nusance parameters
freg has been presented above & the E,, solution. Now, in the E solution, we hald them fixed
to zero. Instead, we have @rrected the E data set using the values of the nuisance parameters
estimated in ajoint solution cdled GE which combines the G and E data sets. In the E
solution, the residuals have an RM S scatter of 21 mm, slightly better than the value of 23 mm
we obtained for the E, solution.

Figure 10b showsthe dlip dstribution estimated from the ERS data done in the E solution.
It barely resolves the slip maximain the Golcuk (Kil ometer —23) and West Sapanca
(Kilometer 9) segments. The maximum in the East Sapancasegment is sneaed inside the 1-
meter contour reaching from Kil ometer 40 to Kilometer 80. At the western end d the fault,
the E inversion retrieves a vague 10-km-wide smear of lessthan 2m of dlip to the west of the
tip of the Hersek Peninsula a Kilometer —43.The 2-meter contour fallswithin 3 km of its
pasitionin the G solution.

Theresolutionis poa because the INSAR fringes do nd crossthe fault, causing a trade-off
between the nuisance parameters and the total fault slip. The Mg = 1.43x 10°° N.m moment of
the E,, solution, in which the nuisance parameters are freg is 9% small er than the value we
findin the E solution, in which they are fixed. At the other (eastern) end of the fault, the E

data set resolves no more then 2m of slip beyond 30 kn from the epicenter, where the GPS
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data over 3 m aroundKilometer 80 km. This semsto be a ©nsequence of the lack of
measurements in ou E data set in this area. The moment for the E dlip dstributionis My =

1.57x 10°°N.m, 15% small er than for the G data set alone.

RADARSAT range change data only

Using the R data set, we perform two solutions. Thefirst has 4 freenuisance parameters:
one off set and threegradients. Called R, this olutionyields an RMS residual scater of 7
mm. The moment of Mo = 0.67x 10%° N.m is 63% small er than for the G solution. Second, in
the R solution, we fix the nuisance parameters to zero, after correcting the RADARSAT data
using the values of the nuisance parameters estimated in the GR solution. The Rresiduals
have an RMS scater of 14 mm and amoment Mo = 1.68x 10°° N.m, within 10% of the value

we foundin the G solution. The nuisance parameters are again trading off with the fault dlip.

ERS-1, RADARSAT, SPOT data sets each combined with the GPS data set

To test our assumptions abou the relative weighting of the data sets, we invert each of the
E, R, and S data sets in combination with the G data set. These solutions are call ed GE, GR,
and GS respedively. They yield misfits of 21 mm, 12mm, and 636mm in RM S scater for
the E, R, and Sresiduals, respectively. These values, couped with the dmost unchanged RMS
scater in the G residuals, confirm our choice of a priori standard deviations.

The GE, GR, and GS solutions al'so determine the nuisance parameters we gply to the data
in used in theindividual E, R, and S solutions we have described above and shown in panels
b, c,and d d Figure 10

Combined ERS-1, RADARSAT, GPS, and SPOT data set

Figure 10e shows the slip dstribution estimated from the combination d theE, R, G, and S
data sets. Thisisour preferred solution, and the one we will i nterpret.
Theresidua RMS misfits areis 25 mm for the E subset, 11 mm for the R subset, and 804

mm for the Ssubset. These values are lessthan 3 mm above those determined for each data
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set individually. Similarly, the GPSresiduals in the ERGS solution are lessthan 2 mmworse
in RMS than in the G solution. These results suggest that the relative weighting of the four
datatypesisabou right (Table 1). The small residual RMS value for the R subset suggests
that the nuisance parameters are asorbing misfit. Indeed, the small spatia extent of the
digitized values we extraded from the aherent fringes on the north side of the fault sean to
prevent meaningful estimates of the gradients or the offset for the R data set.

To evaluate this lution, we show the normali zed residuals in Figure 11, map them in
Figure 12, and profile them in Figure 13. We dso use the ERGS solution to predict supersets
of the data setsincluded in the inversions. Accordingly, Figure 14 shows the residual ERS-1
fringes, cdculated from the ERGS dlip distribution and its associated nusance parameters.
Although it still shows fringe gradients, the majority of the signal has been explained. The
remaining residual fringes appea to result from shortcomings in the model rather than
random measurement noise, as we shall discussbelow.

The dlip distribution estimated from the mmbined ERGS data set resembles the GPSonly
solution. Compared to the G solution, the ERGS solution dminishes the size of the western
gip maximum in the Golcuk segment. The pe&k in the combined ERGS solution at Kil ometer
—20emphasi zes the agreament between the G, E, and R solutions. Further west, around
Kilometer —35,the combined ERGS solution compromises between the E solution, which
barely resolves 1-2meters of dlip, and the R and G solutions, which push for more than 3m.
East of the the hypocenter, between 1zmit and Sapanca L ake, the slip maximum in the
combined ERGS solutionis broader than in the G solution. Again, this refleds a mmpromise
between the E, R, and Ssolutions. The centroid is at N40.71°, E30.10°, oer 10 km eastward

along strike from the conventional epicenter.

DIsSCUSSION

Gradientsin the interferograms
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Wefindlarge artifadtual gradientsin the ERS interferograms. Indeed, the eastward and
northward derivatives of range dhange ae significant. In ou preferred joint inversion (ERGS),
we find values of d(Ap)/dx = —0.5+ 0.03x 10° and A(Ap)/dy = 1.7+ 0.04x 10°° for these
guantities in the E data set, respedively. These values are of the same order of magnitude &
the slopes of the best-fitting lines in the profil es of ERS — GPSdiscrepancies (Figure 2). Such
large gradients are consistent with our experience with the preliminary ORRM orbits. The
gradientsimply almost 2 nath-striking fringes gread over the 100-km east-west dimension
of the interferogram, and ower 9 east-striking fringes gread over the 150-km north-south
dimension d theinterferogram. Left uncorreded, the former error could bias the dong-strike
variation d the dlip dstribution. Similarly, the latter effed would lead to an owverestimate of
the total amourt of slip aadossthe fault, and thus the moment. In our case, however, including
the two haizontal gradients as nuisance parameters changes the moment by lessthan 1%.

Wefind haizontal gradients of the same order of magnitude for the RADARSAT data. In
our preferred joint inversion (ERGS), we find values of d(Ap)/dx = +5.2+ 0.1x 10°° and
AAp)Idy = —8.6+ 0.3x 107 for the eatward and nathward gradientsin the R data set,
respedively. That the uncertainties for these parameters are larger than for the E data set isa

consequence of the small spatial extent of the R data set.

Tropospheric effects

The most pronourced example of atropospheric atifad appears as aresidual of
approximately 8 cm in range dmost 50 km north of the fault when Delouis et a. (20(2)
include the ERS-2 interferogram in their inversion, as snown in profile P1 of their figure 12.
Asasystematic aror, thistype of artifad can perturb the dlip estimates sgnificantly. The
inversion procedure is particularly sensitive to gradients in the displacement field, which are
in turn sensitive to errorsin range dong the steep line-of-sight used by the ERS radar. In the
far field, at 50 km from the fault, an error of one 28-mm fringe in range can alter the estimate

of dip onthe fault by several meters.
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In our ERGSinversion, the @rrelation d E range dhange with topography is grong,
yielding averticd gradient of d(Ap)/dz =25+ 3 mm in range per kilometer of elevation. This
produces more than afringe in the val ey aroundlzmit, just asin the aseismic one-day
interferogram (Figure 3). Estimating this nuisance parameter yields a moment only 1%
diff erent than the moment estimated in a solution where we negled the tropospheric gradient.
On the other hand, ae parameter may not suffice to describe the tropasphere over the entire
100x 150 km interferogram. For example, the steg slope in the eastern half of the GPSERS
range differences (Figure 2) suggests an eastward gradient of 50 mm in range over 10 km or
AAp)/dx ~ 5 x 10°° that may be related to locdized heterogeneiti es in the tropcsphere.
Similarly, at least one of the fringes remaining in the residual interferogram (Figure 14) may
be atropaspheric perturbation over alength scde shorter than the entire 100-km-wide image.
We oonclude that short-scale tropaspheric variations appear to be the dominant source of error
contributing to the ~2 cm uncertainty we find for the E measurements.

In contrast, the RADARSAT interferogram appeas to have anegligible verticd gradient:
AAp)ldz=-2.1+0.2x 108, or lessthan 0.001fringe per kil ometer of topographic relief.
Again, thelimited spatial extent of the R data set isa caved.

That the tropaspheric noise in our RADARSAT interferogram is snall er than in the ERS-1
interferogram by at least afactor of 2 seems surprising in light of the similarity of the radar
sensors. If anything, we would exped the oppasite dfed: the shall ow incidence and daytime
aqquisition d the RADARSAT images shoud increase the tropospheric path length and
variabili ty with resped to ERS. Instead, we @nclude that the tropaspheric condtions vary
grealy over short time scdes (hours to days) and length scdes (~10 km). In consequence, the
uncertainties we derive from our E and R data sets may not apply to ather INSAR

measurements acquired urder different atmospheric condtions.

M oment
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Our estimate of the seismic moment from the ERGSinversionis only 8% larger than the
estimate from strong-motion and teleseismic body-wave data (Y agi and Kikuchi, 20@). Y et
our estimate is considerably small er than athers estimated from geodetic data sets, including
some of the same ERS interferograms. For example, it is22to 25 percent small er than that
estimated by Wright et al. (2007), even after scaling to the same shear moduus. Similarly, our
estimate of the moment is 16% small er than that of Delouis et a. (2002, again after scaling to
the same shear moduus.

Lessthan one tenth of the discrepancy may be explained by the paost-seismic deformation,
which amourts to 0.291x 10°° N.m in moment over the first 75 days foll owing the
mainshock, based onmodeling of the GPSobservations (Relli nger et al., 200Q. Although the
ERS interferograms record 30days (0.1x 10°° N.m) of post-seismic deformation, bah Wright
et a. (2001, and Delouis et d. (2002 negled it.

The oversimplified assumption d uniform rheology implicit in ou half-spacemodel will
tendto bias our moment estimate toward alow value. Using aredistic layered eath model,
Hean et a. (2002 find amoment of 2.6x 10°° N.m use the same GPSdisplacement vedors
aswedo. In ather words, our moment estimate is 26% too low becaise we asume auniform

half space.

Depth estimates

Our geodetic estimates locae the centroid of the c-seismic dlip distributionat 11 km depth,
shall ower than seismologicd estimates of the mainshock centroid. This discrepancy has been
observed before, for example, for the Northridge eathquake (Hudnut et a., 1995. The
explanation invalves the diff erences in rheology assumed in the dastic modeling (Savage,
1987). For computational simplicity, our geodetic inversions assume an elastic half-space
with constant properties throughou. Variationsin crustal rheology clearly violate this
asuumption. For example, Hearn et al. (202) find a centroid several kilometers deeper than

ours by using amore redi stic layered earth model.
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Or, if the value of Poison' sratio in the upper crust is lower than the v = %2 value we
asume, then the geodetic estimate will underestimate the depth, yielding a centroid locaion
which istoo shalow (Cattin et al., 1999.

Oversimplificationsin the model

In comparing simple half-space models with more redi stic layered rheologies, Hearn et al.
(2002 find important differencesin theratio of verticd to haizontal comporents of
displacement. Consequently, ou eastic half-space model canna adequately satisify bath the
GPSdata, which are primarily horizontal, and the ERS and RADARSAT data, which are
primarily verticd. This argument explains why the residual ERS interferogram cd culated
from the joint ERGS solution (Figure 14) contains more fringes than that calculated from the
E data set done (not shown). Theresidua fringesin Figure 14 1ook asif they were made by
an eathquake. Fitting them, withou trading dlip for nuisance parameters, would tend to
increase the moment estimate. This argument explains why Wright et al. (2002 estimate a

50% larger value for moment than we do when fitting only the same ERS-1 interferogram.

Secondary rupture off the main trace

Using the fault geometry chasen to fit the ERS interferograms (Wright et a., 200J), we find
116+ 12 mm of right-lateral strike slip and 35+ 12 mm of thrusting up-dip slip between 0.3
and 14.7 kn depth ona 10-km-long fault that dips 50°N and strikes N80°W in the Mudurnu
Valley. Near Lake Iznik, wefind 227+ 20 mm of |eft-lateral strike slip and 170+ 23 mm of
dip slip between 2.5and 3.5 kn depth ona 60-km-long vertical fault that strikes SB0°W.
These modeled fault values fit the ERS data poarly, as apparent in the residual interferogram
(Figure 14). Obtaining a better fit would require aljusting the modeled fault geometry in a

nontlinea inversion, atask beyondthe scope of this paper.

How far doestherupture continue beyond the Hersek delta?
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At the western termination d the fault, near the Hersek delta, the location d the 1-meter
diip contour depends on the relative geometry of the data sampling and the fault
parameterization. In aur G solution, the GPSdata done place this contour some 9 km west of
the deltatip, while the ERS and RADARSAT data sets placeit 13to 15 kn west of the delta
in the E and R solutions. Further west, the dli p tapers off gradually from 2 m to 1 m in the 10
km past the delta. Our joint EGSinversion, daninated by the GPSdata, places the 1-meter
dip contour 9 km west of thetip of the Hersek delta. At the end d our mode fault, 20 kn
west of the Hersek delta, the slip dminishes to zero. Such a shall ow gradient of dlip reduces
the stressaccumulating at the tip of the fault.

Further west, between 20and 35 kn beyondthe delta, where Karabulut et al. (2007) found
aftershock adivity including two events with My, > 4, ou solutions do nd resolve any
significant co-seismic dlip at the meter level. This suggests that the observed aftershocks
represent minor (~ 1 cm) adjustments induced at the fault tip by the mainshock rather than
through-going co-seismic dip. Still, even ~10 cm of dlip in thisareawould nd appear in our
solutions because of the lack of geodetic data off shore and the no-slip boundry condtionwe
impose & the end d the modeled faullt.

At thiswestern termination d the fault, our dlip dstribution appeasto be roughly
consistent with those of other studies to within the red 1-meter errors of the inversions. For
example, the 2-meter slip contour in or ERGS solution at 10 km depth falls 40 km west of
the hypocenter. It resembles the results of an inversion d strong-motion data done (Buchon
et a., 200). Below this depth, this contour curves eastward, back toward the hypocenter, in
our geodetic solution, whereas it dips westward in the strong-motion solution, gresumably
because of our bottom boundry condtion and smoathing constraint.

Differencesin geometric parameterization d the fault model can aso effed the slip
distribution, espedally at the western off shore termination where no surface rupture mapping
isavail able. Finally, the nuisance parameters required for modeling the ERS data trade off

with the fault slip parameters, whether the former are explicitly estimated (asin this gudy),
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640 modeled physically using predse orbits (Wright et a., 20079, or absorbed into “baseline

641 estimation” (Delouiset a., 2003.

642 Given the diff erences between the various models, we amnclude that the slip distributions
643 include arors at the level of at least 1 meter, considerably larger than the 0.2 m standard

644 deviations we determine formally by linear propagation of the measurement uncertainties.
645 Accordingly, the prudent geophysicd conclusionisthat co-seismic slip duing the [zmit

646 eathquake tapers gradually from 2 m under the Hersek Deltato 1 m at apoint 10 km west of

647 it.
648 Sensitivity of stresstransfer calculationsto dlip distribution
649 At Landers, we learned aleson abou how the change in Coulomb fail ure stressdepends on

650 the dlip distribution assumed in the cdculation. By using afine estimate of slip dstribution
651 estimated from several data sources (Wald and Heaon, 199), Stein et al. (1994 predict

652 aftershock locations better than with their original cdculation (Stein et al., 19923 which used
653 only a warse estimate of dlip distribution based onGPSmeasurements alone (Murray et al.,
654 1993. Yet even the most recent Coulomb cdculations do nd predict exadly where the

655 triggered slip begins and ends (Massonret et al., 1994 Price and Sandwell, 1998§.

656 For Izmit, the first two triggering studies (Hubert-Ferrari et a., 200Q Parsons et a., 200Q
657 relied on unpubshed, preliminary estimates of the dip distribution. To ill ustrate the

658 sensiti vity, we calculated the Coulomb fail ure stressperturbation twice first using the slip
659 distribution estimated from the GPSdata done by Reili nger et al. (2000) onthe 6-segment
660 geometry and then using our ERGS estimate on the smooth geometry (Figure 15). Nea the
661 fault, where afuture earthquake islikely to nucleate, the differences exceed 0.5 far, the

662 conventional threshald for triggering an eathquake.
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CONCLUSIONS

We have combined three distinct types of geodetic data that measure six diff erent
comporents of the m-seismic displacement field. For the ERS-1 range dhanges, a standard
deviation d 22 mm in rangeis appropriate, provided that we admit the possbili ty of gradients
in the eatward, northward and upvard drections. Our estimates for all these gradients are
significant, of the order of ~1 mm/Akm horizontally and ~25 mm/km verticdly. These
represent residual orbital and tropaspheric efeds, respedively. For the small subset of the
RADARSAT interferogram we use, the standard deviationis snaller, abou 12 mm. Although
the horizontal gradientsin the RADARSAT data ae of the same order of magnitude & those
in the ERS data, the verticd gradients appear to be negligible. For the off sets estimated by
correlating SPFOT images, 63cm is appropriate for the standard deviation d a2 x 2 km
sample.

After accourting for amonth’s post-seismic deformation, we have used these data to
estimate the distribution d dlip at the instant of the Izmit mainshock. The moment Mg is 1.84
x 10?° N.m and the moment magnitude My is 7.50.Although this value iswithin 10% of an
estimate from seismometer data done (Y agi and Kikuchi, 2000, it is over 25% small er than
the values estimated from other inversions. The primary cause for this discrepancy isthe
rheologicd oversimplificaionimplicit in ou half-spacemodel. Other possble explanations
for the discrepancy invalve negleding post-seismic deformation, tropaspheric atifacts, or
orbital gradients. Although our joint inversion d the different geodetic data sets accourts for
al these dfeds, they do nd seem to modify the moment by more than abou 5%.

We find that a smocoth fault geometry fits the geodetic data better than a stepping
arrangement of linear segments. We hypothesize that the fault is asingle, well-conneded
surface & depth.

Thejoint inversion d four different geodetic data sets resolves feaures of the slip

distributionthe level of a meter. At the western end d the rupture, where the risk to Istanbu
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depends on the stressacaimulation, the prudent geophysica conclusionisthat co-seismic dlip
during the Izmit eathquake tapers gradually from 2 m under the Hersek Deltato 1m at a
point 10 km west of it. Our solution canna resolve any significant slip beyond 10 kn west of
the Hersek delta. Accordingly, we infer that the Y alova segment to the west of the Hersek
deltamay remain cgpable of significant dlip in afuture earthquaeke.

A reliable estimate of the slip dstributionisimportant for stresstransfer caculations.
Subtle diff erences between two acceptable, and apparently similar, sip dstributions can
perturb the Coulomb fail ure stressincrement by more than the threshold value usually

considered sufficient to trigger an earthqueke.
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918 FIGURE CAPTIONS

Figure 1. #L M# Locaion map showing conventional epicenter (star) at N40.76°,E29.97°as
determined by the Kandilli Observatory from first motions (cited in Delouis et a. (2002),
showing SAR badkscatter (“amplitude”) images acquired by RADARSAT (left swath) and
ERS-1 (right swath). Coordinates are easting and northing in kilometers using the Universal

Transverse Mercdor projedion, zone 36 (Snyder, 19829.

Figure 2. #PEG# Differencesin range thange between those measured in the ERS-1
interferogram and those calculated from the GPSdisplacanent vedors (Relli nger et al., 2000
shown in profiles as afunction d easting (a), northing (b), and elevation (c). We consider the
DERB estimate to be an outliers and exclude it from the statistics. We susped the verticd
comporents of the GPSmeasurements at KTOP, KANR, YUHE, KDER, SEYH, SMAS,
SISL, SILE, and KUTE. We multi ply their uncertainties by afador of 10in the G data set.
The slopes of the best-fitting lines are 0.14,-0.18and 6.0mmAkm for the easting, northing
and upwards profil es, respedively. Panel (d) shows a histogram of the same ERS-GPS
differences normalized by (05 + 0&%)Y?, asauming a standard deviation of g = 22 mm for

the ERS range change measurements.

Figure 3. #E1E2# Interferogram showing the phase diff erence between an ERS1 image
aquired August 12, 1999orbit number 42229 and an ERS-2 image aquired August 13,
1999(orbit number 22556. The dtitude of ambiguity hais40m, but the DEM used for this
cdculation hes an estimated RM S acairacy of ~ 7 m. Orbital fringes have been modeled
empiricdly with alinea gradient. As aresult, the remaining fringes must be tropospheric in

origin.

Figure 4. #RI# Interferogram showing the phase difference between RADARSAT images
aqjuired August 16 (orbit number 19731 and onOctober 3 (20417. The dtitude of
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ambiguity hafor thispair is46 m. Whiteircles snow locaions of the 159 dgitized values
retained in the R data set. Stars denote hypocenter (H) and centroid (C) locations. The arrow

denctes the horizontal projedion d the radar “look’ vector from satellit e to ground.

Figure 5. #SC# [Color] Comporent at S77°E of the c-seismic displacanent field measured
by correlation d SPOT images aqquired onJuly 9 and September 16, 1999(Vadon and
Masnret, 2000Q. The black crosses on white disks represent the mapped trace of the surface
rupture. The original 20-m pixels have been filtered using a 2-dimensional median filter ona

100-by-100-m window.

Figure 6. #SW# Comporent at S77°E of the a-seismic displacement field measured by
correlation d SPOT images. Positi ve values, representing displacement in the direction
S77°E are shaded. These values were extraded from the previous figure dter applicaion o a
2-dimensional median filter on a 2-by-2-km window. The airves follow the points retained in
the S data set for the inversion. The scale aurve & right is cdculated assuming 8 m of dlip

from the surfaceto 15 km depth. Other symbadlsasin previous figure.

Figure 7. #£C# [Color] Comporent at S77°E of the @m-seismic displacanent field measured
by correlation d two ERS images, as described by Sarti et al. (2000). Note that discontinuity
in these measurements does nat foll ow the mapped trace of the fault as well asthe SFOT

correlation map.

Figure 8. #G6# (d) Map of 6-segment geometric parameterization as traced by Reili nger et al.
(2000. Shown as arrows, this parameterization includes 56 lengths of 3 km aong strike and 7
widths of 3 km in depth. (b) #GK# Smooth geometric parameterization, including 54 lengths
of 3 km aong strike and 7widths of 3 km in depth for atotal of 378 tches along main
strand d the North Anatolian Fault. In addition, we use one segment in the Mudunu Valley,

and ore segment to represent the I1znik fault, as proposed by Wright et al. (2000. Other

Page 39



Feigl et al. BSSA 2000830 revised 2001-10-23

feduresinclude mapped surfacerupture (crosses) (Barka, 1999 Barka @ a., 1999 Cemen et

a., 2000, epicenter (star), coastline and towns.

Figure 9. #DB# Slip dstribution estimated from the GPSdata done by Reili nger et al.
(2000. using the same 6-segment geometry to parameterize the fault. The X-axisislabeled
with the horizontal coordinate in km along the fault tracerelative to the conventional
epicenter. The Y-axisislabeled with the verticd coordinate in km relative to the surface
From left (west) to right (east), these segments are named Y alova, Golcuk, West Sapanca,
East Sapanca West Karadere, and East Karadere.

Figure 10. #DREGSH# (a) Distribution d horizontal, right-lateral strike slip estimated from the
GPSdisplacement vedors in the G data set alone using the using the smocth parameterization
of the fault geometry. Horizontal axis gives distance dong the fault trace in km from the
epicenter estimated by Kandilli Observatory at N40.76, E29.97 (Delouiset a., 2003. On
this sde, the paint of the Hersek Delta projeds onto Kilometer —43. Verticd axisisdepthin
kil ometers. Contour interval is 1 meter. (b) Slip dstribution estimated from E data set
extraded from the ERS-1 interferogram. The two dffset and threegradient parameters are
held fixed to the values estimated from the GE solution. (c) Slip dstribution estimated from
the R data set extraded from the RADARSAT interferogram. The off set and threegradient
parameters are held fixed to the values estimated from the GR solution. (d) Slip dstribution
estimated from the off set measurements in the S data set extraded from the SPOT correlation
map. The off set value is held fixed to the values estimated from the GS solution. () Slip
distribution estimated from the ERGS data set including the GPS ERS, RADARSAT, and
SPOT observations.

Figure 11. #HERGSH# Histogram of residuals for the cmmbined ERS, RADARSAT, GPS and
SPOT data subsetsin the ERGS solution. The lower right panel shows the normali zed
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residuals for the complete ERGS data set. For this panel, the arve and statistics exclude the

outliers beyond 2standard deviations from the mean.

Figure 12. #RERGS# [Color] Map of normali zed residuals for the EGS inversion. Colored
circles denote ERS and SPOT normali zed residual s, whil e squares denote the verticd
comporent of the GPSnormali zed residuals, using the same @lor scde. Extreme outliers,
beyond 4standard deviations from the mean are shown in gray. Theresiduals for the
horizontal comporents of the GPSdisplacanents are shown as bladk arrows with their 95%
confidence eror elli pses. Mapped surfacerupture (green crosses) and modeled fault segments

(red arrows).

Figure 13. #PERGS# Profil es along easting, northing, and vertica axes of normali zed
residuals for the EGS inversion, showing ERS-1 range dhanges (downward-pointing
triangles), showing RADARSAT range dhanges (upward-painting triangles), GPS
displacements (white, gray, and dack circles for east, nath, and upcomporents,

respedively), and SPOT off sets (squares).

Figure 14. #RE# [Color] Residual (observed minus cdculated) wrapped interferogram, shown
as 28-mmfringes. The interferogram is calculated from ERS-1 SAR images taken before
(August 12, 1999 and after (September 16, 1999 the Izmit earthquake. Eac fringe dencotes
28 mm of change in range. Here, the dtitude of ambiguity hais 336 m. Note that the negative
correlation between tropaspheric delay and topographic devation has nat been included in
thisforward calculation. We deaned the fringes with a power-spectrum filtering algorithm

(Goldstein and Werner, 1998).

Figure 15. #COU# [Color] Map o difference in Coulomb fail ure stressincrease between two
asumptions for the slip dstribution: that estimated from GPSalone (Reili nger et al., 20)

minus that estimated in o ERGS joint inversion.
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Table 1 Models
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